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Abstract

Employing a variant of GARP, we study consistency in aging by comparing the choices
of younger adults (YA) and older adults (OA) in a ‘simple’, two-good and a ‘complex’
three-good condition. We find that OA perform worse than YA in the complex con-
dition but similar to YA in the simple condition, both in terms of the number and
severity of GARP violations. Working memory and IQ scores correlate significantly
with consistency levels, but only in the complex treatment. Our findings suggest that
the age-related deterioration of neural faculties responsible for working memory and
fluid intelligence is an obstacle for consistent decision-making.
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1 Introduction

As most day-to-day decisions involve comparing options and making trade-offs between

them, understanding how people attribute value to options is crucial in understanding how

people make decisions. Economics builds theories under the assumption that individuals

have unambiguous values for options and maintain stable preferences. These in turn

imply consistency of choice, which can be tested empirically. Experimental studies have

shown that choice consistency is prevalent, at least for younger adults (Andreoni and

Miller, 2002; Andreoni and Harbaugh, 2009). By contrast, there is only some empirical

evidence regarding consistency in older adults (Choi et al., 2014) and our knowledge of

that population is still incomplete.1 Understanding the effect of age on consistency can

provide a foundation for refined economic models.

Recent field and experimental evidence has shown that older adults (OA) make differ-

ent choices as compared to younger adults (YA) in a variety of domains.2 Such differences

can potentially be due to two very different mechanisms: either preferences change with

age or preferences remain stable but the ability to act consistently on them changes with

age. There is indirect evidence for both possibilities. In line with the first prong, aging

brings substantial changes in our motivations, which in turn affects the decisions we make

(Carstensen and Mikels, 2005; Mather and Carstensen, 2005). At the same time, the ag-

ing process affects many brain structures and brain mechanisms, hindering the ability to

evaluate alternatives and select among options (Mohr, et al., 2010; Nielsen and Mather,

2011), especially when they become complex (Brand and Markowitsch, 2010; Besedes et

al., 2012a, 2012b). Disentangling between preference changes and mistakes is essential for

policy-making purposes (Bernheim and Rangel, 2009) as well as for purposes of cost avoid-

ance on the part of the decision maker (Lichtenstein and Slovic, 1973). We aim to resolve

this problem by controling for differences in preferences and testing those preferences for

consistency.

In this paper, we propose to use the Generalized Axiom of Revealed Preference (GARP)

to test the internal consistency of the preferences of YA and OA by offering repeated choices

1The study by Choi et al., 2014 reports evidence from a large sample of adults of all ages and does not
provide a balanced comparison between old and young. The study also focuses on consistency in the risk
domain.

2See e.g. Fehr et al., 2003; Ameriks et al., 2007; Bellemare et al., 2008; Engel, 2011; Albert and Duffy,
2012; Castle et al., 2012. However, there is also evidence that OA and YA make similar choices in some
of the same domains (Dror et al., 1998; Kovalchik et al., 2005; Sutter and Kocher, 2007; Charness and
Villeval, 2009). Yet others find curvilinear age effects (Harrison et al., 2002; Read and Read, 2004). Some
studies offer to resolve these mixed findings, by arguing that results are highly sensitive to differences in
the learning requirements (Mata et al., 2011), the completeness of information (Zamarian et al., 2008),
the number of options to choose between (Brand and Markowitsch, 2010) and the contents of choice sets
(Mather et al., 2012).
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between bundles of goods. Additionally, we vary the complexity of the task by changing

the number of unique goods that are present in a choice. Our goal is to understand

consistency at different ages and as a function of the complexity of the situation.

More specifically, we use a controlled laboratory experiment with a 2×2 design, where

YA and OA make choices in two different domains: simple and complex. In the simple

domain, subjects decide between two bundles each composed of different quantities of the

same two goods (e.g., 5 pistachios plus 1 cheese vs. 2 pistachios plus 2 cheese). In the

complex domain, subjects choose between two bundles, each also composed of different

quantities of two goods, but now with exactly one common good (e.g., 5 pistachios plus

1 cheese vs. 2 pistachios plus 2 crackers). Complexity refers to the number of goods and

combinations of goods that need to be evaluated to make a decision. This definition of

complexity is motivated by earlier studies in which complex choices were related to the

number of items involved in the task (Wright, 1981; Cappell et al., 2010).

Besides the contribution of comparing YA and OA in a simple and a complex domain,

our design has three new elements relative to the existing literature (reviewed below).

We ask subjects to choose between two bundles presented pictorially. This simplifies the

choice problem relative to presenting a large number of bundles (as in Harbaugh et al.,

2001) or relative to presenting a budget set on a coordinate plane (as in Choi et al., 2007;

Fisman et al., 2007; Choi et al., 2014). We also include trivial trials to our task, where

subjects choose between a smaller and a larger quantity of one desirable good. Subjects

who fail these trials are likely to violate one or more assumptions of the model; they are

inattentive, they do not monotonically value the good over the tested range, and/or they

misunderstand the task. This allows us to conduct the consistency analysis both with

the full sample and with the subsample of subjects for whom we are most confident the

model is appropriate. In addition, our subjects perform a working memory and IQ task.

This allows us to study the determinants of consistency. Sample selection issues limit the

extent to which causal relationship can be assessed.

Notice that, despite our best efforts to match samples, differences found across age

groups may be due to cohort-specific factors and may be unrelated to age.3 Our analysis

will take these limitations into account to draw conclusions. With this caveat in mind, we

next summarize the two main findings of our study. First, both OA and YA are reasonably

(and roughly equally) consistent in the simple treatment whereas the OA in our sample

are significantly more inconsistent than the YA in the complex treatment. This difference

across populations applies generally: to the number of total violations, to the number

3For instance, these differences could be driven by differences in sociability, experience, opportunity
cost of time or income (in particular, the mean household income of our YA sample is greater than that
of our OA sample).

2



of violations by type (direct and indirect) and to the severity of violations (using two

different criteria). Surprisingly, a significant fraction of subjects (12% of YA and 33% of

OA) fails the trivial trials. This calls into question the reliability and interpretability of

the consistency results for those individuals. We then conduct the same analysis with the

subsample of subjects who pass the trivial trials. Not surprisingly, the total number of

violations is substantially smaller in this subsample. Importantly, however, the treatment

effect is identical: marginal differences between OA and YA in the simple domain and

significant differences in the complex domain.

Second, we find that differences in violations in the complex treatment correlate with

differences in performance in the working memory test. Since YA score significantly higher

in that test compared to OA, most of the difference in performance across ages is captured

through the working memory effect. Our findings thus indicate that the working memory

system is more heavily recruited in the complex task than in the simple one. The result

echoes the studies reviewed below, which show this precise relationship between complexity

and working memory demands. Interestingly, the result also extends to IQ (although less

strongly) but it should be noted that working memory and IQ are highly correlated.

Finally, we also conduct an individual and cluster analysis (see the Appendix). One

group of subjects is very inconsistent in both the simple and complex treatments. A second

group, mostly composed of OA, are individuals who commit almost no violations in the

simple treatment. Interestingly, these subjects have a preference that can be implemented

with a simple rule: maximize the quantity of the favorite good in the bundle. Their

behavior becomes significantly more inconsistent in the complex domain, possibly because

that simple rule is less intuitive to implement in that context. The last group, mostly

composed of YA, are subjects who do not exhibit preferences that can be implemented

with simple rules. They are slightly less consistent than the previous group in the simple

treatment but significantly more consistent in the complex one.

The study builds on three strands of the literature. First, laboratory experiments

have used GARP to assess the degree of consistency of subjects in different domains, such

as goods (bundles with positive quantities of two or more desirable items), risk (bundles

of quantities and probabilities) and social (bundles of money for oneself and money for

another party). Studies find that YA make choices generally consistent with revealed

preference theory.4

4See e.g. Sippel (1997), Mattei (2000) and Fevrier and Visser (2004) for studies in the good domain,
Choi et al. (2007), Andreoni and Harbaugh (2009) and Choi et al. (2014) for studies in the risk domain and
Andreoni and Miller (2002) and Fisman et al. (2007) for studies in the social domain. Studies also report
GARP consistent behavior in the context of criminal behavior (Visser et al., 2006) and by inebriated
(Burghart et al., 2013) or sleepy (Castillo et al., 2017) subjects. In a cross cultural study, Tanzanian
YA are found to commit more GARP violations as compared to YA from the United States (Cappelen
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Second, experiments have concurred in the finding that consistency increases between 8

and 12 years old children (Bradbury and Nelson, 1974) and thereafter stabilizes (Harbaugh

et al., 2001). By contrast, the full trajectory across the lifetime has not been established.

Indeed, some laboratory (Tentori et al., 2001; Kim and Hasher, 2005) and field (Dean and

Martin, 2016) experiments find that OA are more consistent than YA while other labo-

ratory experiments (Finucane et al., 2002; Finucane et al., 2005) and panel data studies

(Echenique et al., 2011) find the opposite. These disparate findings may be partly due

to two methodological choices. First and contrary to standard practices in experimental

economics, decisions in those YA vs. OA studies are not incentivized. Second, they use dif-

ferent domains (health, extra credit, grocery coupons, nutrition, finance). This introduces

confounding factors since different age groups have varying degrees of domain-specific

expertise.

Additional support for an inverse relationship between age and consistency can be

found in the recent work by Choi et al. (2014). In this comprehensive online study,

the authors show that GARP consistency in the risk domain decreases with age and

increases with household wealth.5 The paper combines benefits of field (large sample

size) and laboratory (incentivized) experiments. Moreover, subjects are drawn from a

sample designed to be representative of the Dutch population. The study, however, does

not address the two questions we are interested in, namely (i) how choice inconsistencies

depend on the combination of age and task complexity and (ii) whether they can be traced

to compromised working memory and fluid intelligence.

Third, studies have demonstrated that task complexity imposes demands on working

memory.6 Working memory is the short-term mental maintenance (Cohen et al., 1997;

Curtis and D’Esposito, 2003) and manipulation of information (Pochon et al., 2001), and

this process is less efficient in OA. Varying levels of task complexity may account for

differences in choice consistency between OA and YA. Indeed, neuroimaging studies have

shown that the working memory regions of the brain are recruited during more difficult

tasks, such as those requiring task-switching (MacDonald et al., 2000), integral-solving

et al., 2014). Finally, in a multi-domain study (bundles of consumption goods, labor hours, and token
money) with female mental hospital patients, Battalio et al. (1973) find some inconsistencies but when a
subsequent work (Cox, 1997) studies the same data taking into account severity of violations, all but one
of the subjects is deemed consistent.

5A related study by Gaudecker et al. (2011) considers a large sample to study the determinants of
risk preferences. The authors use a multiple price list design and report that risk preferences themselves
depend on a variety of socioeconomic variables. This complements the finding related to the consistency
of preferences per se obtained by Choi et al. (2014).

6We want to emphasize that working memory is not what is usually referred informally to as “memory.”
It is not about remembering choices in past trials. Instead, working memory is a term used in cognitive
neuroscience to describe the ability to hold pieces of information in mind for a few seconds to complete a
reasoning (in our case, to make a choice in a given trial).
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(Krueger et al., 2009), and attention-shifting (Kondo et al., 2004). Crucially, the circuitry

is differentially recruited as tasks become more complex (Demb et al., 1995; Baker et al.,

1996; Braver et al., 1997; Cohen et al., 1997; Carlson et al., 1998; Greene et al., 2004).7

Interestingly, it has been shown that older adults perform worse on such tasks (Grady et

al., 2006; Zamarian et al., 2008; Brand and Merkowitsch, 2010; Henninger et al., 2010) and

the age-related atrophy of regions involved in working memory (Raz et al., 2005) could be

a main cause of that decline: these regions are activated less in OA as compared to YA

in working memory tasks (Rypma and D’Esposito, 2000), especially when the number of

items to be maintained (Cappell et al., 2010) or manipulated (Wright, 1981) in memory

is high.

The article is organized as follows. The theoretical framework is presented in section 2.

The experimental setting is described in section 3. The analysis is reported in sections 4

and 5. Concluding remarks are gathered in section 6. The individual and cluster analysis

can be found in the Appendix.

2 Theoretical background

Consider a subject making choices between pairs of bundles, each with two goods that are

assumed to be desirable, in the sense that more of each good is strictly preferred to less.8

A choice between a pair of bundles is called a “trial.” Denote axy : = (qax, q
a
y) the bundle

axy that has positive quantities qax and qay of goods x and y, respectively.

2.1 Bundles with identical goods

Suppose first that bundles are composed of the same two goods (x, y ∈ {1, 2} with x 6= y)

and consider trials with bundles a12 and a′12 so that each bundle has strictly more quantity

of one good and strictly less of the other (qax > qa
′
x ⇔ qay < qa

′
y ). In the experimental

section, this is called treatment S (for simple). When a trial is considered in isolation, the

question of consistency does not arise, and any choice between pairs of bundles with the

aforementioned properties is consistent with the maximization of monotonic and transitive

preferences. However, when we jointly consider a pair of trials, some combinations of

choices may constitute a violation of revealed preferences (which we call DS , for direct

7This relationship extends to tasks requiring the explicit representation and manipulation of knowledge,
when the ability to reason relationally is essential (Kroger et al., 2002), when the number of dimensions
to be considered simultaneously is increased (Christoff et al., 2001), or when the number of objects to
maintain in working memory is increased (Gould et al., 2003).

8This corresponds to the standard monotonicity assumption in the revealed preference literature.
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violation in the simple treatment).9 Here is why. Consider the example in Figure 1 and

suppose that a12 is chosen over a′12 and b12 is chosen over b′12. Since qa
′
x > qbx for all x,

we have a12 � a′12 � b12. Since qb
′
x > qax for all x, we have b12 � b′12 � a12. This forms a

contradiction to the maximization of monotonic and transitive preferences.

Definition 1 sets conditions for a direct violation in a pair of trials of treatment S.

Definition 1 Direct violation in a pair of trials of the simple treatment (DS).

(i) Trials a12 vs. a′12 and b12 vs. b′12 may involve a DS-violation if and only if qa
′
x ≥ qbx

for all x (with at least one strict inequality) and qb
′
x ≥ qax for all x (with at least one strict

inequality).

(ii) A DS-violation occurs when a12 is chosen over a′12 and b12 is chosen over b′12.

-

6

ta12

tb′12

t b12
t a′12

q2

q10

Figure 1: Trials a12 vs. a′12 and b12 vs. b′12

The logic of the argument is very similar to the standard revealed preferences argument

made in earlier GARP studies (Sippel, 1997; Harbaugh et al., 2001; Choi et al., 2007). The

only difference is that, in our case, the set of options per choice is substantially reduced.

Therefore, a choice in one trial only reveals that the selected option, or “bundle,” is

preferred to the only other bundle proposed rather than to any bundle on the “budget

line.”10 Notice that Definition 1 is made of two parts. Part (i) provides conditions such

that choices in a pair of trials may result in a violation. Intuitively, the requirement is

that for each trial one bundle dominates (i.e., has weakly more quantity of both goods

and strictly more of at least one than) a bundle in another trial whereas the remaining

9The seminal work on revealed preference theory is due to Samuelson (1938). It was subsequently
extended by Houthakker (1950), Afriat (1967) and Varian (1982) and more recently by Nishimura et al.
(2017) among others.

10Obviously, under no satiation, each option is preferred to any bundle that has weakly less quantity of
both goods, which is why in the example depicted in Figure 1, we have b′12 � a12 and a′12 � b12.
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bundle is dominated by (i.e., has weakly less quantity of both goods and strictly less of

at least one than) the remaining bundle in the other trial. Naturally, some pairs of trials

will fail to satisfy this condition, in which case a DS-violation will not be possible. Given

a pair of trials such that a DS-violation is possible, part (ii) provides conditions such that

the violation indeed occurs. Again intuitively, the requirement is that in each trial the

subject selects the bundle that is dominated by a bundle in the other trial. In our example,

the dominated bundles are a12 and b12. Hence, only one out of the four possible choice

combinations will result in a DS-violation.

Given n trials, there are n(n−1)/2 pairs of trials. By considering all pairs of trials and

checking whether the condition in Definition 1(i) is satisfied, we can identify all possible

violations between pairs of trial. Then, actual violations are determined simply by checking

whether a subject’s selected bundles (in those pairs of trials in which a violation is possible)

satisfy the condition in Definition 1(ii).

A precise test of GARP requires checking whether the data satisfies cyclical consistency.

The exercise described here, based on pairs of trials, consists in checking that property

on the minimum cycle. In some cases, the minimum cycle is enough to account for all

violations (Banerjee and Murphy, 2006), but in others, longer cycles should be included for

an exhaustive analysis. By the discrete nature of our choice problem, minimum cycles are

not enough in our case. In other words, it is possible that a direct violation occurs between

a triplet of trials (or more) even though the condition in Definition 1(i) is not satisfied by

any pair of trials in that triplet (and therefore no direct violation occurs between pairs

of trials in the triplet). In Appendix A1, we construct an example of such case. Given

our choice of bundles, conditions such that direct violations can occur between triplets of

trials – but not between pairs of trials in that triplet – are very rare but still possible.

We will not consider them in the analysis, which means that our experimental study may

miss some (small number of) GARP violations.

It is also worth noting that it is not possible to determine the maximum number of

violations that a subject can effectively incur. Indeed, when a subject makes a choice that

induces a violation it may preclude violations between other pairs of trials.11

11To see this, consider the example in Figure 1 and suppose there is a third trial between bundles c12
and c′12 such that qcx < qax and qc

′
x > qa

′
x for all x. By choosing a12 over a′12 and b12 over b′12 the subject

incurs a violation. However, by choosing a12 over a′12 the subject precludes any possible violation between
the pair of trials a12 vs. a′12 and c12 vs. c′12 (even though a violation would have occurred had the subject
chosen a′12 over a12 and c12 over c′12).
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2.2 Bundles with different goods

Assume now that there are three possible goods (x, y, z ∈ {3, 4, 5} with x 6= y 6= z) and

as before, bundles are composed of two goods. Consider trials between pairs of bundles

that have exactly one good in common, that is, between bundle axy and bundle a′xz. In

the experimental section, this is called treatment C (for complex). As the choice problem

involves more goods, the decision is arguably more complicated. Since a trial still has

two bundles and each bundle still has positive quantities of exactly two goods, the two

treatments remain comparable. By definition, each bundle now has strictly more quantity

of at least one good (only axy has a positive quantity of good y and only a′xz has a positive

quantity of good z). Again, when a trial is considered in isolation, any choice between pairs

of bundles is consistent with the maximization of monotonic and transitive preferences.

In this new treatment, there are two qualitatively different types of violations: (i)

violations that arise among bundles that have one good in common and (ii) violations

that arise across all types of bundles. As in the previous section, we will check cyclical

consistency on the minimum cycles. If we consider the set of trials that share one good,

the minimum cycle involves pairs of trials. This is the analog of direct violations in the

previous section. If we consider all types of bundles, the minimum cycle to detect violations

involves triplets of trials, each trial with a different good in common.12

Definition 2 identifies conditions for a direct violation in a pair of trials of treatment C

to occur. Given those violations are the analog of DS-violations, the definitions are very

similar to the conditions described in Definition 1.

Definition 2 Direct violation in a pair of trials of the complex treatment (DC).

(i) Trials axy vs. a′xz and bxz vs. b′xy may involve a DC-violation if and only if qa
′
x ≥ qbx

and qa
′
z ≥ qbz (with at least one strict inequality) and qb

′
x ≥ qax and qb

′
y ≥ qay (with at least

one strict inequality).

(ii) A DC-violation occurs when axy is chosen over a′xz and bxz is chosen over b′xy.

Just like in the example of Figure 1, when the conditions of Definition 2(i) and (ii)

are satisfied, we get axy � a′xz � bxz and bxz � b′xy � axy which is a contradiction to the

maximization of monotonic and transitive preferences.

Definition 3 describes violations that occur across all types of bundles and involve three

trials, each with a different common good. We call them indirect violations.

Definition 3 Indirect violation in a triplet of trials of the complex treatment (IC).

12There cannot be violations involving two trials that have the same good in common and one trial that
has a different good in common.
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(i) Trials axy vs. a′xz, bxz vs. b′yz and cyz vs. c′xy may involve an IC-violation if and

only if qa
′
x ≥ qbx and qa

′
z ≥ qbz (with at least one strict inequality), qb

′
y ≥ qcy and qb

′
z ≥ qcz

(with at least one strict inequality), and qc
′
x ≥ qax and qc

′
y ≥ qay (with at least one strict

inequality).

(ii) An IC-violation occurs when axy is chosen over a′xz, bxz over b′yz and cyz over c′xy.

Although the argument is slightly more sophisticated, the idea behind indirect viola-

tions is similar to that behind direct violations. An IC-violation may occur if in each trial,

one bundle dominates the bundle composed of the same goods in another trial and the

remaining bundle is dominated by the bundle composed of the same goods in the other

trial. In Definition 3(i) and given that more quantity is always desirable, we have a′ � b,

b′ � c, and c′ � a. When this condition is satisfied, an indirect violation occurs if the

subject chooses bundles a, b, and c. Indeed, these choices imply a � a′ � b � b′ � c on

one hand, and c � c′ � a on the other, which forms a contradiction.

For the same reasons as in the second remark of the simple treatment, in the complex

treatment it may be the case that a direct violation involving three or more trials occurs

but no violation occurs between any subset of two trials. Similarly, it may be the case that

an indirect violation involving four or more trials occurs but no violation occurs between

any subset of three trials. For simplicity, we will again ignore those violations.13

3 Experimental design and procedures

To study choice consistency of younger adults (YA) and older adults (OA) with different

levels of complexity, we conduct an experiment based on the setup described in the theory

section using the MatLab extension Psychtoolbox (Brainard, 1997; Pelli, 1997).We ran 10

sessions with OA and 7 sessions with YA. Each session had between 5 and 8 subjects and

lasted between 1.5 and 2 hours. OA sessions were conducted at two OASIS senior centers

in Los Angeles, OASIS Baldwin Hills and OASIS West Los Angeles. A total of 51 OA (age

59-89) were recruited through the OASIS activities catalogue.14 Six subjects were omit-

ted from analysis: four subjects experienced software malfunctioning; one spontaneously

reported miscomprehension of the task halfway through the experiment; the only male

subject in the pool was excluded to make the sample more demographically homogeneous.

13The reader shall note that these difficulties arise because of the discrete nature of our choice set and
the specific constraints imposed on the composition of the bundles.

14OASIS is a non-profit organization active in 25 states. Its mission is to promote successful aging by
disseminating knowledge and offering classes and volunteering opportunities to its members. Recruitment
is mostly word-of-mouth, with existing members referring new members. More information can be found
at http://www.oasisnet.org.
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We therefore retained 45 female OA for the analysis.15

OA in our sample are highly educated.16 Given their education level, we deemed it

appropriate to recruit college students for our YA sample.17 YA subjects were recruited

from the Los Angeles Behavioral Economics Laboratory (LABEL) pool, which consists

of over 2,500 USC students, and sessions were conducted at LABEL, in the department

of Economics at the University of Southern California. In order to match gender, we

recruited 50 YA female USC students, age 18-34.18 All subjects were compensated with a

fixed amount of $20 plus an incentive payment (described below).

As discussed in the introduction, the potential selection problem limits our ability to

make causal inferences. Experimental evidence regarding differences in behavior between

our YA and OA does not prove a causal effect of age. In section 5 we review different

channels through which differences in behavior between age groups could arise and address

how plausible these alternative explanations are in light of the specific differences we obtain

in our study. In particular and as developed below, we find a clear differential effect

across task complexity which is consistent with age-related changes. This finding seems

inconsistent with the alternative channels we consider, as we would not expect them to

discriminate across task complexity.19

GARP task. Each subject participated in 140 core trials with five goods (1, 2, 3, 4, 5).

In each core trial, subjects chose between two bundles each composed of two goods, and

were not allowed to express indifference. There were 35 trials of the simple treatment S,

where the same two goods (1, 2) appeared in both bundles (a12 vs. a′12, b12 vs. b′12, etc.).

There were also three sets of 35 trials of the complex treatment C, where each bundle

had one common good and one unique good for a total of three goods (3, 4, 5) in each

trial. These three sets of 35 trials were identical up to a permutation of the identity of

15The overwhelming majority of OASIS members are female (88%), which explains the extreme gender
selection in our sample but also raises some concerns about self-selection. Besedes et al. (2012b) also report
a larger fraction of female participation (75%), although the difference is not as extreme as ours.

16The distribution of their highest educational attainment is: PhD (4%), MA (22%), Professional degree
(2%), BA (29%), AA (11%), some college credit (26%), and trade/technical/vocational school (4%). This
is representative of the OASIS members and substantially above national averages. It is not surprising that
an organization dedicated to the sharing of knowledge and promotion of research-based programs attracts
individuals with above average levels of education and intellectual curiosity.

17All the YA in our sample are USC students. Based on national average statistics (reported by U.S
News in 2009), we expect that 26% of undergraduates will pursue a graduate degree. Therefore, education
of our OA is comparable to the final education that can be expected for our YA.

18For more information about the laboratory, see http://dornsife.usc.edu/label. We had 45 under-
graduate and 5 master students in our YA sample from all 4 disciplines: Arts and Humanities (10%),
Natural Sciences (30%), Social Sciences (50%), and Technical Sciences (10%).

19For example, if the self-selected OA had a lower opportunity cost of time than the general OA popu-
lation, and if opportunity cost of time affects decision consistency, then we would expect the effect to be
present for both the simple and complex version of the GARP task.
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the common good: good 3 (a34 vs. a′35), good 4 (a34 vs. a′45) and good 5 (a35 vs. a′45).

Importantly, quantities in each bundle were chosen to maximize the chances to satisfy

condition (i) in Definitions 1, 2 and 3: for each trial, we chose one bundle that dominated

a bundle in as many other trials as possible and a second bundle that was dominated by a

bundle in as many other trials as possible. There are two reasons for this choice. First, to

give as many chances as possible to observe DS-, DC-, and IC-violations if subjects were

inconsistent. Second, to minimize the chances of violations that are not identified in our

analysis (e.g., direct violations between triplets of trials that are not captured with pairs

of trials, as explained in the second remark of section 2.1 and Appendix A1).

Figure 2 depicts the 35 trials in treatment S. The x- and y-axis represent the quantities

of the two goods. Each point represents a bundle of some quantity of good x and some

quantity of good y. Each segment corresponds to one trial in which the two bundles it

connects were offered against one another. For example, the bold red segment represents

a trial in which a bundle of 1x and 5y were offered against a bundle of 2x and 2y. We

used the same quantities for trials in treatment C, in order to facilitate the comparison

of violations across treatments. The only difference is that bundles have only one good in

common.20

Figure 2: The 35 trials in treatment S.

Finally, we added 10 trivial trials to check for the attentiveness of subjects (treatment

A). In these trials, subjects chose between different quantities of the same good (qx vs.

q′x). Including trivial trials are typical in psychology experiments (under the misleading

terminology of “catch trials”) but less common in economics, which assumes that incentive

payments ensure attentiveness. For subjects who failed to choose the higher quantity

option in treatment A, our design is not intended to (and therefore cannot) distinguish

20If we were to depict it, we would use a three-dimensional graph. Each bundle would then have positive
quantities of exactly two goods.
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between inattention, satiation, disliking, or miscomprehension of the task, although our

procedures were intended to minimize all four possibilities, as described below. Either

way, such violations would call into question the reliability and interpretability of that

subject’s choices in treatments S and C.

All subjects faced 150 trials: 140 core trials and 10 attention trials, as summarized in

Table 1. The 150 trials were intertwined and presented in a randomized and counterbal-

anced order.

Treatment Goods # of trials

S (1,2) vs. (1,2) 35
C (3,4) vs. (3,5) 35
C (3,4) vs. (4,5) 35
C (3,5) vs. (4,5) 35
A (1) vs. (1) 10

Total 150

Table 1: Summary of treatments

A major concern in experiments on revealed preferences is the choice of goods. Follow-

ing some of the recent literature on revealed preferences and value elicitation (Harbaugh

et al., 2001; Hare et al., 2009; Rangel and Clithero, 2013), we opted for food items. We

presented subjects with 21 popular salty and sweet snacks and we asked each subject to

pick five of them for consumption: two were then randomly used in treatment S and the

other three in treatment C. Therefore, each subject completed the task with a personal-

ized set of snacks. Each portion was small (for example, one portion consisted of “two

pistachios”) ensuring that the maximum quantity offered of each good was substantially

below satiation level.21 Subjects were instructed not to eat or drink anything except for

water for a period of at least three hours prior to the experiment and all sessions were

conducted between 10am and 2:30pm to ensure that subjects were hungry.

Figure 3 presents a sample screenshot of a trial in treatment C. In this example, the

subject had to choose between a bundle of 5 portions of chips plus 1 portion of peanuts and

a bundle of 4 portions of chips plus 2 portions of pretzels. At the end of the experiment,

one trial was randomly selected for each subject, and the subject’s choice in that trial was

given to them to consume. Subjects were kept in the experimental room for 15 minutes

21We made sure that all five selected items were desirable. To address the issue of complementarity
or substitutability of goods, we also made sure that subjects understood they might have to consume a
combination of two items at the end of the experiment. Appendix A2 presents the list of food items and
quantities per portion.
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following the end of the experiment. This was to ensure that all the foods would be fully

consumed, that they would be consumed by the intended subject, and that they would

not be consumed in combination with foods other than those in each subject’s bundle.

An advantage of using food items is that subjects cannot trade goods at the end of the

experiment. Every subject complied with the procedure.

Figure 3: Screenshot of one trial in treatment C

Working memory and Raven’s IQ tests. After the GARP task, subjects performed

a spatial working memory test and an IQ test. To measure working memory, we used

the computerized Spatial Working Memory test (WM) developed by Lewandowsky et al.

(2010). This test measures the capacity of individuals to store and retrieve information

in short term memory. It runs as follows. The individual observes a 10 × 10 grid. A

trial consists of a sequence of 2 to 6 dots that appear in different cells of the grid for

0.9 seconds with 0.1 seconds between dots. After the final dot in a sequence disappears

the subject attempts tap the cells where the dots appeared in any order. Score decreases

with the distance between the correct and the selected cells. The entire test consists of

32 such trials, including 2 practice trials. No feedback is given between trials or upon

completion of the test. For IQ, we used the short version of Raven’s IQ test, namely Set

I of Raven’s Advanced Progressive Matrices (APM) as developed by Raven et al. (1998).

This set consists of 12 non-verbal multiple choice questions that become progressively

more difficult. For each question, there is a pattern with a missing element. From the

eight choices below the pattern, the subject is to identify the piece that will complete

the pattern. As Set I is typically used as a screening tool for Set II of the APM, the

test provides a rough measure of IQ. Instructions for the test were read directly from the

script provided with the test. The test was administered in the intended format (paper)

and was not timed. Subjects were made familiar with the format of the test and method
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of thought required through two practice problems preceding the test. During this time,

they were allowed to ask questions from the experimenters. The test started only after all

subjects had affirmed their understanding of the instructions.

Questionnaire. Following completion of the tests, subjects were asked to complete

a questionnaire, adapted from one used by the Emotion and Cognition Lab at USC. It

includes questions about their highest diploma, occupation, income, ethnicity, various

stress rankings and health levels, as well as information relative to current medications.

Summary. From a design viewpoint, there are two new elements relative to the existing

experimental tests of revealed preferences. First, we study choice across ages and choices

across task complexity but, most importantly, we study the interaction between the two.

Second, we correlate choices with measures of memory and fluid intelligence, to better un-

derstand the source of differences in consistency over the life cycle. From a methodological

viewpoint, there are also two novelties. First, we add trivial tasks. This allows us to differ-

entiate between subjects who violate consistency because they violate one of the premises

of the model (such as inattention, satiation, disliking or miscomprehension) from those

who violate consistency even though they are likely to satisfy all those premises. Second,

each trial has only two possible choices. This is obviously less rich than the traditional

setting, where a large number (or even a continuum) of options are presented. However, it

allows us to focus on a simpler choice problem with an easy graphical depiction so that we

can conduct a large number of trials in a relatively short period of time.22 It also allows to

incorporate a complexity component without modifying the dimensions of the task (e.g.

number of items on screen and number of choices). A sample copy of the instructions can

be found in the Appendix.

4 Analysis

4.1 Frequency of violations

Our first and central objective is to assess choice consistency across populations (YA

vs. OA) and treatments (simple vs. complex). Comparisons across treatments are only

possible for direct violations since the metric is radically different between direct and

indirect violations. To give an idea, for each set of 35 trials there are 35×34
2 = 595 pairs

of trials, of which 170 can potentially result in direct violations. Therefore, there is a

22Our design contrasts with some recent experimental literature in other domains (risk, time) where
it is shown that convexifying the budget set helps obtaining accurate estimates (Andreoni and Sprenger
(2012a,b)). Choi et al. (2007) also perform many trials thanks to their ingenious software presentation,
although the decision problem in their setting is substantially more complex.
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total of 170 possible DS-violations and 510 possible DC-violations. By contrast, of the

353 = 42, 875 triplets of trials in treatment C, only 188 can result in an IC-violation.

This means that at most 28.6% of choices can result in direct violations between pair of

trials but only 0.4% can result in indirect violations between triplets of trials.23 A more

informative measure to assess the extent of violations across treatments is to compare them

with the number of violations incurred by a simulated subject choosing randomly between

bundles. Figure 4 presents the cumulative distribution function (c.d.f.) of the number of

realized DS-violations in each population (OA, YA) for treatment S (left) and the total

number of realized DC- and IC-violations in each population (OA, YA) for treatment C

(right). It also presents the c.d.f. of violations when the decisions in each set of 35 trials

are simulated 100,000 times using a random choice rule.24

Figure 4: Number of violations in treatments S (left) and C (right)

In treatment S, a significant fraction of subjects have no violations (66% of YA and

42% of OA). This fraction shrinks substantially in treatment C (34% of YA and 11% of

OA). To quantify the extent of violations, we can use the random choice distribution.

According to our simulation, there is a 10% chance that a subject choosing randomly will

incur less than 23 violations in treatment S and less than 105 in treatment C. Using these

numbers as a benchmark, we get instead that 88% of our YA and 84% of our OA incur

23Recall the second remark in section 2.1, stating that choices which induce some violations may preclude
some others. As such, 170 and 188 are upper-limits on the number of effectively feasible direct violations
of pairs (DS , DC) and indirect violations of triplets (IC), respectively.

24We use a uniform distribution for this exercise. An alternative was to apply a bootstrap method to
generate the empirical distribution of actual choices and use such distribution to simulate random players.
However, given our population is composed of two distinct groups and is not a representative sample of
the general population, the empirical distribution is not a particularly meaningful tool to draw inferences
from.
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less than 23 violations in treatment S and 94% of our YA and 80% of our OA incur less

than 105 violations in treatment C. Therefore, in line with previous studies (Battalio et

al. (1973), Cox (1997), Sippel (1997), Harbaugh et al. (2001), and others), the majority

of our subjects incur relatively few violations.

Perhaps more interestingly, we can compare violations across age groups. YA in our

sample incur fewer violations than OA in our sample and differences are more pronounced

in treatment C than in treatment S. More precisely, non-parametric Kolmogorov-Smirnov

(KS) and Wilcoxon Rank Sum (WRS) tests of comparisons of c.d.f. establish marginal

differences of distributions in treatment S (p-value = .110 and .043, respectively) and

strong differences of distributions in treatment C (p-value = .001 and < .001, respec-

tively).25 As can be seen from the graph, the difference in treatment S is mostly driven

by the higher fraction of subjects with 0 violations in the YA population. Figure 4 also

highlights the usefulness of the random choice benchmark: even if in both treatments the

empirical distributions of violations by YA and OA are significantly smaller than if they

were generated by a random choice process, the difference between empirical (YA or OA)

and random distributions is more pronounced in S than in C for both populations. This

is consistent with the hypothesis that treatment C is more difficult to comprehend and

therefore likely to generate relatively more mistakes than treatment S. In this respect, it

is particularly interesting to notice the behavior in the tail of the distribution: the 16% of

OA who commit the most mistakes in treatment C perform worse than the 16% of subjects

who would commit the most mistakes if they all behaved randomly. As we will see later

on, these are subjects who are likely to violate some assumption of the model. Overall,

we find that treatment C is more difficult than treatment S and generates relatively more

mistakes in both populations. Also, the results in this section are consistent with a strong

age effect on the number of violations in the complex task and a weak or no age effect in

the simple task.

It is also interesting to distinguish between direct and indirect violations in treatment

C, especially since DC-violations are of similar (though not identical) nature to the DS-

violations presented in the left graph of Figure 4. Figure 5 separates violations in treatment

C into direct (DC) and indirect (IC) for each population. As before, it also represents the

distribution of violations under a random choice rule.

According to KS and WRS tests, differences in the distributions between YA and OA

in treatment C are substantially more pronounced for direct violations (p-value < .001

25As it is well-known, KS is sensitive to any difference in distributions (shape, spread, median, etc.)
whereas WRS is mostly sensitive to changes in the median. In an attempt to remain agnostic about which
test is more appropriate for our sample, we will report results for both tests in all of our comparisons of
distributions.
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Figure 5: Direct (left) and Indirect (right) violations in treatment C

for both) than for indirect violations (p-value = .187 and .022). The difference is mainly

driven by the fact that a relatively high fraction of subjects in both populations (84% of

YA and 64% of OA) do not incur any indirect violation. It also suggests that treatment

C is cognitively more demanding even when we look only at direct violations. Hence, it

is the difficulty of having to compute and keep track of the value of a third good which

makes the comparison of two-good bundles more challenging and not so much the added

possibility of a different type of intransitivity through indirect violations.

4.2 Severity of violations

So far, we have focused on the number of violations. However, not all violations are

equally important. Indeed, as emphasized by Afriat’s (1967) efficiency index and further

developed by Varian (1990) and more recently by Echenique et al. (2011) and Dean and

Martin (2016) among others, one should also take into account the severity of violations.

Populations may differ in frequency of violations but not in severity and vice-versa.

There are several ways to study severity. One possibility is to consider a severity index

that puts a measurement to the intuition that, if the differences in quantities between

bundles is small, the violation is less severe than if the differences are large.26 Recall

from Definitions 1, 2, and 3 that the condition for a GARP violation to occur between a

pair (direct) or a triplet (indirect) of trials is that for both trials, the chosen bundle must

have less quantity of both goods than the bundle not chosen in the other trial. This is

independent of how much smaller these quantities are. For example (and, again, assuming

26Contrary to the previously mentioned papers, our goal here is not to develop a new measure of severity
in violations but, instead, to use a simple way to quantify their extent.
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monotonic preferences) if my choices reveal a preference for (1,1) over (2,2), the violation

is less acute than if they reveal a preference for (1,1) over (5,5). This is consistent with

the theory behind stochastic choices, whereby rational individuals are more likely to incur

smaller mistakes than bigger ones.

To formalize this idea of severity, we take each pair (triplet) of trials involved in a

direct (indirect) violation, and measure the euclidean distance between the amounts in

the chosen bundles and the amounts in the bundles that have weakly more quantity of

both goods and were not chosen. We then take the minimum of these distances, which we

call d. This value captures the minimum quantity by which we should change one of the

choices of the individual in order to remove the violation. It can also be interpreted as the

magnitude of the “mistake” incurred by not choosing the bundles with more quantities of

both goods.

To illustrate the concept, consider the case of a DS-violation described in Figure 1. If

the individual commits a violation (that is, selects a12 and b12), the severity is given by d ≡
min

{
d(a12, b

′
12), d(b12, a

′
12)
}

. Intuitively, if a12 is very close to b′12, it means that the error is

small and reversing two very similar choices would remove the violation. For the case of DC
and IC-violations in treatment C, the severity is given by d ≡ min

{
d(axy, b

′
xy), d(bxz, a

′
xz)
}

and by d ≡ min
{
d(axy, c

′
xy), d(bxz, a

′
xz), d(cyz, b

′
yz)
}

respectively. Notice that the euclidean

distance is always taken between two bundles containing positive quantities of the same

two goods.

Including all subjects in the analysis would exacerbate differences in severity between

OA and YA since we know from section 4.1 that the fraction of perfectly consistent subjects

(for whom d = 0) is larger in the younger population. To avoid this fictitious effect, we

include in the analysis only subjects with a positive number of violations and count the

average severity of the choices that are inconsistent for that subject (not of all choices).

Figure 6 presents the c.d.f of this severity index by population and treatment.

Given the bundles proposed in the experiment, the range of d is relatively small:

between 1.0 and 3.0 in treatment S and between 1.0 and 2.0 in treatment C. If anything,

this will bias the results against finding differences across treatments. With this in mind,

we can see from the graph that some subjects commit only the minimal possible violations

(d = 1.0) whereas others incur more severe ones (d = 1.5 on average). In treatment S

the distribution of severity of violations is not significantly different across populations

(p-value = .881 and .858 for KS and WRS tests). By contrast, in treatment C violations

are significantly more severe for OA than for YA (p-value = .049 and .012 for KS and

WRS tests).27

27We performed the exact same analysis with the average amount (instead of the minimum amount)
choices of an individual should be changed in order to remove the violation. So, for example, in Figure
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Figure 6: Severity of violations in treatments S (left) and C (right)

An alternative measure of severity of violations consists of finding, for each individual,

the minimum number of trials that need to be removed in order to suppress all violations

for that individual. Subjects with more violations are likely to necessitate the elimination

of more trials to achieve consistency. At the same time, if a subject makes one outlier

choice, he may exhibit many inconsistencies that are “cleaned up” when that single trial

is removed.28 As before, we exclude the individuals with no violations to avoid artificially

exacerbating differences between OA and YA. This means that the minimum number of

trials to be removed is 1. Figure 7 presents the c.d.f. of the number of choices to be

removed for perfect consistency by population and treatment.

This severity measure yields results similar to the previous one. The distribution of

the number of choices that need to be removed to achieve consistency is not statistically

different between populations in treatment S (p-value = .807 and .440 for KS and WRS

tests) but it is highly significant in treatment C (p-value = .016 and .002 for KS and WRS

tests). For example, in order to achieve consistency for two-thirds of the YA in treatment

C, we only need to remove 3 trials whereas to achieve consistency for the same fraction of

OA we need to remove 14 trials. Taken together, the results in this section lend further

1 that would be d′ ≡
(
d(a12, b

′
12) + d(b12, a

′
12)
)
/2. The results were very similar and the treatment effect

sharper than before: still no significant difference between OA and YA in treatment S (p-value = .727
and .820 for KS and WRS tests) and significantly more severe violations for OA than YA in treatment C
(p-value = .023 and .004 for KS and WRS tests). The graphs are omitted for brevity.

28This is similar to the Houtman-Maks index (Houtman and Maks, 1985), a measure of severity often
cited in the literature (e.g., in Choi et al. (2007) and Burghart et al. (2013)), and which is defined as the
largest subset of all observed choices that does not include any cycles. Intuitively, the index provides a
corrected number of violations: two individuals who commit one mistake may end up exhibiting drastically
different violation counts depending on how their mistake contradicts other choices. The Houtman-Maks
index reflects that both made the same number of mistakes.
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Figure 7: Choices to remove for consistency in treatments S (left) and C (right)

support to our previous finding: OA in our experiment are marginally more inconsistent

than YA in the simple treatment but substantially more inconsistent than YA in the com-

plex treatment, both in terms of the number and the severity of violations. These results

are further reinforced by the analysis we conduct in Appendix A.3.1, where we estimate a

random utility model for each subject and compute the proportion of misclassified trials.

This exercise allows to estimate the rational preference that is closest to the observed data

and to measure how many mistakes each subject makes around it. As expected, these

mistakes are strongly correlated with GARP violations and severity measures.29

4.3 Trivial trials

We next analyze the behavior in treatment A to see if the premises of our analysis – that

subjects are attentive, understand the task, like each good and always prefer more to less

– are satisfied. Figure 8 presents the number of violations incurred by YA and OA in the

10 trivial trials.

The results are highly surprising: we expected some mistakes but not quite as many as

we got. In both populations there is a significant fraction of subjects who violate at least

one trivial trial (28% of YA and 62% of OA). There are even 3 subjects who violate all 10

trivial trials. Violations are much stronger in OA than in YA: both KS and WRS tests

reject that samples are drawn from the same cumulative distribution functions (p-value

= .002 and .001, respectively). This is a severe problem and suggests that at least some

29A variety of other severity indices have been proposed in the literature to measure the distance between
actual and rational choices (Echenique et al. (2011), Apesteguia and Ballester (2015)). All are consistent
with an underlying stochastic choice model in which the behavior of individuals who make more noisy
choices result in more severe violations.
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Figure 8: Number of violations in treatment A (trivial trials)

of our subjects do not satisfy the assumptions of the model. Subjects who fail 9 or 10

trivial trials are very likely expressing a preference for less rather than more food, even

though our protocol imposed the strongest possible emphasis into having hungry subjects,

desirable goods, and small portions.30 For subjects who fail 4 or 5 trivial trials, it is more

difficult to disentangle between inattentiveness, miscomprehension, and interior optimal

quantity. Either way, it calls into question the reliability and interpretability of the results

on choice consistency. More generally, our results raise a red flag on choice consistency

experiments and strongly suggest the importance of including trivial trials in studies of

consistency to test whether the assumptions of the model are satisfied by the experimental

subjects.

A natural next step is to conduct the same study as in section 4.1 keeping only those

subjects that we think satisfy the assumptions of our model. This substantially reduces

the sample size, and asymmetrically so for YA and OA. Furthermore, it creates its own

selection problem since the subsample is selected based on a variable (choices where less

is preferred to more) which is linked to the dependent variable of the study. However,

we still think it is a useful exercise, and we find it more satisfactory than ignoring the

problem altogether.

Below, we present the results when we restrict our attention to subjects who fail at

most two trivial trials. We choose that number in order to exclude the subjects who

unquestionably violate the premises of the model but, at the same time, to permit some

mistakes and keep a reasonable sample size (44 YA and 30 OA). The choice of allowing

30One subject with 101 violations in S and 536 violations in C explicitly stated during the debriefing
that she tried to minimize the quantity to consume.
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two errors is admittedly ad-hoc. Figure 9 is the analogue Figure 4 for those individuals.

Figure 9: Choice violations by subjects with at most two treatment A violations

As expected, violations are significantly reduced when we consider only the subjects

with at most two errors in the trivial trials, most notably in treatment C. This suggests

that a non-negligible fraction of violations may be attributed to factors outside the ob-

jective of the study. On the other hand, the basic results of the previous analysis remain

unaltered. As before, there are more violations by OA than by YA and the difference is

more significant in the complex treatment than in the simple treatment. Formally, KS

and WRS tests show marginal differences in distributions in treatment S (p-value = .072

and .016, respectively) and highly significant differences in treatment C (p-value = .004

and .001, respectively).31

5 Understanding violations

An obvious reason why an individual might commit violations is that her preferences do

not satisfy the main GARP assumptions. Given the behavior of subjects in treatment A,

there might be a non-negligible fraction of those individuals. Since the interpretation of

the results is radically different for those subjects, we investigate below the determinants

of consistency using the entire population and also using the subsample of subjects for

31Due to the ad-hoc nature of allowing two errors in treatment A, we also performed the same analysis
with the most conservative possible measure, which is to include only subjects with no errors in trivial
trials. Violations decrease substantially and the sample size is dramatically reduced to 17 OA and 36 YA
so the statistical power is limited. However, the treatment effect is similar to that of the entire population:
KS and WRS tests show no significant differences in distributions in treatment S (p-value = .534 and
.305, respectively) and show significant differences in treatment C (p-value = .060 and .022, respectively).
Again, the graphs are omitted for brevity.
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whom we are most confident that the model is appropriate (those who fail at most two

trivial trials).

Recent neuroscience studies have shown that some functions or abilities play a critical

role in the quality of decisions and tend to decline with age (Gould et al. (2003), Cappel

et al. (2010)). We therefore expect to find an association between decreased performance

in tasks that assess those functions and abilities and decreased consistency in complex

choices. Naturally, we also expect to replicate known associations between performance

in those tasks and aging.

A main hypothesis of our experiment is that OA will commit more violations than YA

due in part to the cognitive difficulty to store information regarding the attributes of the

goods. Working memory is the ability for storing information for immediate processing

(Baddeley and Hitch, 1974; Baddeley, 1992). Subjects with low working memory and

high working memory perform similarly in simple discrimination or detection tasks, but

in complex tasks, working memory predicts task performance (Cerella et al., 1980; Gick et

al., 1988). If non-consistent choices are a result of the subject’s inability to simultaneously

maintain a representation of many values, then GARP violations are expected to be more

pronounced in treatment C –where more item values must be held in mind– than in

treatment S. To investigate this hypothesis, we study scores in the spatial working memory

test performed in the experiment.32

Performance in the working memory test is higher for YA (mean = 203, st. error =

3) than for OA (mean = 152, st. error = 1.73) and the difference is highly significant

(p-value < .001).33 This is consistent with many previous findings (see e.g., Salthouse and

Babcock, 1991; Park et al., 2002).34 A regression between working memory scores and a

group dummy shows that the two are highly correlated both when we consider the full

sample (p-value < .001, Adj. R2 = 0.71) and when we restrict attention to subjects with

at most two violations in treatment A (p-value < .001, Adj. R2 = 0.69).

Another candidate to explain differences in consistency across age groups is IQ. Gen-

eral intelligence has two main components: fluid intelligence, which is our reasoning and

problem solving ability, and crystallized intelligence, our ability to use skills, knowledge

and experience. Intuitively, when a subject is asked to choose between two bundles, her

objective is to accurately represent her true preferences and act accordingly. This task

requires a certain level of reasoning about true values, which may rely on fluid intelligence.

32We shall emphasize that the working memory hypothesis is about the relationship between the general
ability to reliably compute and compare value in a trial-by-trial basis and the number of items involved,
not about the ability to remember how one chose in the past to not contradict that choice in the future.

33Due to software malfunction, 2 OA did not complete the working memory test and are excluded from
all following analyses which include the measure.

34A correlation analysis between age and the working memory score shows the same result.
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To test this hypothesis, we can use the answers to the Raven’s IQ test, which is designed

to measure fluid intelligence.

Performance in Raven’s IQ test is again higher for YA than for OA both for the full

sample (11.44 vs. 8.16) and for subjects with at most two violations in treatment A (11.39

vs. 8.77) and the differences are highly significant (p-value < .001 for both).35 This is

not surprising. Indeed, the consensus is that fluid intelligence declines with age after early

adulthood, while crystallized intelligence remains intact (Horn and Cattell, 1967; Kaufman

and Horn, 1996). Given that Raven’s test measures fluid intelligence, OA are expected to

perform worse.

Having established that working memory (WM ) and fluid intelligence (IQ) are lower

for older subjects, we now study the correlation between these two measures and the

number of violations in treatment S (Viol-S ) as well as the total number of direct and

indirect violations in treatment C (Viol-C ).36 The results are presented in Table 2 for

the entire sample (left) and the subsample of subjects who fail at most two trivial trials

(right).

All subjects

Viol-S Viol-C WM

Viol-C 0.56∗∗∗

WM -0.10 -0.23∗

IQ -0.01 -0.22∗ 0.68∗∗∗

∗, ∗∗, ∗∗∗: significant at 5%, 1%, 0.1% level

Subjects with 2 or less violations in A

Viol-S Viol-C WM

Viol-C 0.12
WM -0.06 -0.26∗

IQ -0.06 -0.29∗ 0.65∗∗∗

∗, ∗∗, ∗∗∗: significant at 5%, 1%, 0.1% level

Table 2: Pearson correlations of memory, intelligence and GARP violations.

Except for the correlation between violations in both treatments, the results are very

similar when we consider the entire sample or only the subjects who fail at most two

trivial trials. We find no relationship between the number of violations in treatment S

and performance in the working memory or IQ tests. By contrast, violations in treatment

C are negatively correlated with both working memory and IQ scores.

The findings related to working memory are consistent with the hypothesis that sub-

jects use a decision-making process that requires them to encode the value of items. They

are not consistent with interpretations that subjects are attending to only the count of

items or attending to only a single element of the options. The findings related to IQ

suggest that fluid intelligence is heavily involved in choice processing only for the most

35Again, a correlation analysis between age and the Raven IQ score shows the same result.
36We also conducted the analysis for direct and indirect violations separately and found qualitatively

similar results. It is also worth noting that DC and IC are strongly correlated (Pearson correlation = 0.84).
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complex tasks. It should be noted however that working memory and fluid intelligence

are very strongly correlated. This is in line with previous studies (see e.g., Engle et al.,

1999) and reflects the fact that both working memory and fluid intelligence can be traced

to the same brain systems (Prabhakaran et al., 1997; Kane and Engle, 2002; Gray et al.,

2003; Olesen et al., 2004; Geary, 2005; Jaeggi et al., 2008).37

To further investigate the relationship between violations in the complex treatment

and performance in working memory and IQ tests, we conduct a set of ordinary least

squares (OLS) regressions where the dependent variable is the number of violations in

C. Explanatory variables include the variables presented above (violations in S, working

memory scores, IQ scores) as well as a Younger Adult dummy (YA-d) and household

income (Income). The results are presented in Table 3.

1 2 3 4 5 6 7 8 9 10

Const. 142∗ 118∗∗ 50.5∗∗ 38.5 44.9 204∗∗ 148∗∗ 79.1∗∗∗ 85.6∗ 197
(57) (37) (14) (29) (123) (68) (44) (16) (35) (155)

Viol-S 2.45∗∗∗ 2.48∗∗∗ 2.46∗∗∗ 2.60∗∗∗ 2.74∗∗∗

(0.37) (0.37) (0.37) (0.43) (0.42)

WM -0.66∗ 0.43 -0.85∗ -0.44
(0.31) (0.82) (0.38) (1.0)

IQ -9.33∗∗ -9.72 -9.60∗ -6.21
(3.5) (5.9) (4.3) (7.6)

YA-d -46.2∗ -43.3 -50.2∗ -2.15
(18) (49) (22) (62)

Income -3.05 5.91 -7.39 0.05
(7.5) (8.2) (9.2) (11)

Adj. R2 0.35 0.35 0.35 0.34 0.39 0.04 0.04 0.04 -0.01 -0.01

obs. 93 95 95 72 70 93 95 95 72 70

(standard errors in parentheses); ∗, ∗∗, ∗∗∗ = significant at 5%, 1% and 0.1% level

Table 3: Ordinary least squares (OLS) regression of number of violations in treatment
C (all subjects)

After controlling for violations in S, working memory, IQ, and age, group has significant

explanatory power to understand consistency in C (regressions 1-3), but income does not

(regression 4).38 The similarities in significance of the regressions are not surprising since

37Given the age heterogeneity in our OA population, we performed a within-sample analysis. We found
that the correlation between violations in C and scores in working memory and IQ tests keep the same
sign but lose significance, in part due to the lower number of observations (data omitted for brevity).

38We should notice however a further selection problem since not all individuals reported the income of
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we know from the previous analysis that WM and IQ are highly correlated and age is

a strong predictor of performance in those tests.39 When violations in treatment C are

regressed on all of the variables (regression 5), the coefficients on working memory scores,

IQ scores, and the YA dummy lose significance as these are highly correlated. Finally, the

results are very similar when the variable Viol-S is excluded (regressions 6-10). However,

the adjusted R2 values are drastically lower, indicating a worse fit.

For robustness, we then perform the same regressions with the subset of subjects who

failed two or less trials in treatment A. The results are presented in Table 4. While vio-

lations in treatment S are no longer a significant predictor for violations in treatment C,

working memory scores, IQ scores, and age group are still highly significant in their ex-

planatory power (regressions 1-3) and income is still not (regression 4). Similar qualitative

conclusions are obtained when we exclude violations in treatment S (regressions 6-10).

1 2 3 4 5 6 7 8 9 10

Const 56.6∗∗ 48.3∗∗∗ 23.7∗∗∗ 13.1 25.7 58.5∗∗ 49.9∗∗∗ 24.7∗∗∗ 15.5 33.2
(19) (14) (4.5) (9.5) (41) (19) (14) (4.3) (9.0) (40)

Viol-S 0.18 0.17 0.17 0.20 0.26
(0.2) (0.2) (0.2) (0.3) (0.2)

WM -0.23∗ 0.12 -0.24∗ 0.09
(0.1) (0.3) (0.1) (0.3)

IQ -3.37∗ -3.85 -3.45∗ -3.83
(1.4) (1.9) (1.4) (1.9)

YA-d -17.1∗∗ -21.4 -17.4∗∗ -19.4
(5.6) (14) (5.6) (14)

Income 0.10 4.49 -0.32 3.87
(2.4) (2.4) (2.3) (2.3)

Adj. R2 0.05 0.07 0.10 -0.03 0.17 0.06 0.07 0.11 -0.02 0.17

obs. 74 74 74 53 53 74 74 74 53 53

(standard errors in parentheses); ∗, ∗∗, ∗∗∗ = significant at 5%, 1% and 0.1% level

Table 4: OLS Regression of number of violations in treatment C (subjects with 2 or less
violations in treatment A)

Overall, the results are consistent with a cognitive decline theory of behavioral differ-

their household. Comparisons are also difficult since for most YA income refers to that of their parents
whereas for OA it is theirs and their spouses.

39A principal component analysis on WM and IQ suggests that working memory data contains the
largest fraction of the relevant information: the first component is mostly driven by working memory score
and explains 70% of the data.
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ences in complex tasks between YA and OA. As noted earlier, recent neuroscience findings

support the hypothesis that brain regions involved in working memory and fluid intel-

ligence are critical to processing information in complex situations. Other studies have

evidenced that aging impairs those regions yielding a decrease in working memory and

IQ measurements as well as performance in complex tasks. Our findings suggest that

the same logic applies to economic decision-making: GARP consistency is mediated by

the brain structures involved in working memory and fluid intelligence, both of which are

affected by aging. When the environment is simple, the cognitive demands are limited so

subjects with a low working memory and fluid intelligence (typically, but not exclusively,

OA) can still perform the necessary reasoning. By contrast, when the environment is more

complex, the capacity of a subject to store and retrieve information as well as to perform

logical reasoning is reflected in the level of consistency of her choices.

Next, we examine the responses obtained in our questionnaire. We find that OA self-

report a lower stress level compared to YA (p-value < .001) and that reported stress

correlates with working memory scores (Pearson correlation = .29, p-value = .006).40

Interestingly, self-reported health rankings are similar across groups and uncorrelated to

any relevant element of our analysis. Last, we check for differences across ethnic groups.

We first note that our OA population is mostly composed of White and African American

subjects while our YA population is composed of White and Asian subjects. Working

memory scores, IQ scores, and violation counts across White OA and African American

OA are not statistically different. The same applies for the comparison between White

YA and Asian YA.

Finally, there are inevitably some unobservable factors that may have different effects

on subjects of different ages. One such factor is fatigue. The case could be made that

fatigue affects OA more severely than it affects YA, leading to disparate levels of con-

sistency. There is a stream of psychological research that is relevant to the question of

whether older adults are more susceptible to fatigue. This research is on the phenomenon

of “ego-depletion” – the impairment of decision-making immediately following a task re-

quiring thoughtfulness or self control. If a subject is highly susceptible to ego-depletion

then the quality of their decisions worsens as an experiment progresses. Research shows

that older adults are less susceptible to ego-depletion than are younger adults (Dahm et

al., 2011), so the main effect of ego-depletion in our experiment should go in the opposite

direction.41

40Note however that reported stress is not correlated with the number of violations in the complex
GARP task (Pearson correlation = -.09, p-value = .41).

41When violations per trial are regressed on their order of appearance, a Younger Adult dummy, and
the interaction of these variables, order is a significant predictor of violations but the interaction of order
and age dummy is not. This suggests that fatigue may affect consistency but not differently across age
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Other possible factors include differences in the opportunity cost of time, sensitivity

to hunger, cognitive skills or experience in individual decision making. Unfortunately, it is

not feasible to rule out all these factors, given our design. While we agree that they raise

caution as to the interpretation of our findings, we do not feel that any of them has a clear

and unambiguous differential effect on our populations.42 Perhaps more importantly, if

either age group were to be more susceptible to any of these factors, it would be reasonable

to believe that their performance would be affected in treatments S and C alike.

6 Conclusion

In this paper we have studied choice consistency of younger and older adults in simple

and complex domains. We have highlighted several differences in behavior across our two

populations. Our older adults are less consistent than our younger adults, both in terms of

the number and severity of violations, when the choice task is complex. Also, differences

in consistency in the complex task is associated to deficiencies of working memory, that is,

in the ability to store and retrieve information regarding the value of the different items

in bundles. A few comments are in order.

First, the results are consistent with evidence reported in a growing literature, in partic-

ular in neuroscience, that links behavior, cognition and aging. There is indeed converging

evidence that structures involved in working memory are responsible for performance in

complex situations. At the same time, decline in working memory is associated with de-

creased performance in such tasks. Our study suggests that behavior in a simple economic

decision-making task is consistent with the same mechanism. In future research, we plan

to use fMRI techniques to study the neural correlates of choice consistency and test the

theory outlined here. Note that our experimental design, characterized by two bundles

presented in a screen, a left-right choice and the possibility of multiple repetitions (see

Figure 3) is suitable to be implemented in the scanner. We also already know that simple

choices between items involve the ventromedial prefrontal cortex (Hare et al., 2008; Hare

et al., 2009) that represents the value difference between options. Our objective is to study

how the working memory system (which involves the dorsolateral prefrontal cortex) and

the ventromedial prefrontal cortex interact to produce consistent choices, in particular in

the complex domain, and how this interaction differs across ages.

groups.
42For example, OA are likely to have a lower opportunity cost of time, but this may very well increase

consistency by, other things equal, inducing them to take more time, effort and care in their decision
making. Cognitive skills help consistency but this is affected by education and our OA are at least as
educated as our YA. Finally, YA in our sample are possibly more experienced with experimental tasks but
it is unlikely that it eclipses the additional decades of decision-making experience held by the OA.
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Second, the individual analysis (see the appendix) suggests that consistency across ages

is similar in the simple task partly because the older adults in our sample have preferences

consistent with a simple rule (typically, to maximize the quantity of the favorite item in the

bundle) that can be easily implemented without errors, or on-line reference to subjective

value. An important question for future study is whether these preferences are intrinsic to

subjects or if it is a second-best strategy employed by individuals who are aware of their

compromised working memory and fluid intelligence.

Third, we have shown that working memory is associated with decreased choice consis-

tency in the context of complex choices and aging. Decreased working memory ability and

aging go hand in hand. This means in particular that working memory and aging cannot

be dissociated in our study. However, poor working memory is also linked to young age

and behavioral disorders such as attention disorders. As noted in the introduction, there

is also evidence that consistent decision-making improves during childhood (Harbaugh

et al., 2001). We conjecture that this tracks the development of brain areas involved in

working memory (Gathercole et al. (2004)). In a similar vein, we expect that attention

deficits in children and adolescents to be associated with decreased consistency levels in

choice paradigms because such deficits correlate with poor performance in working mem-

ory tasks (Martinussen (2005)). Further research in new populations should prove useful

to establish a causal link between working memory and rational behavior in the context

of complex choices.

Fourth, our study is part of a larger agenda that investigates the contribution of

cognitive functions, and the underlying brain mechanisms that sustain them, to economic

decision-making. With respect to the growing literature that looks for associations between

cognition and rationality (Dohmen et al., (2018), Andersson et. al. (2016)),43 our results

suggest that this relationship is context-dependent rather than universal. Some tasks

do not require the involvement of specific functions while others do. At the same time,

people differ in their ability to engage such functions. This is consistent with a dual process

interpretation in which specific brain regions are recruited as a function of task demands

and individual specific characteristics. We conjecture that this mechanism is operating

under other paradigms.44

Last, from a methodological perspective, our study introduces a very simple experimen-

tal task to test for consistency. This task is visual and intuitive enough to be implemented

with populations differing in attention span or comprehension ability. An alley for fu-

43These articles are focusing on risk preferences. Andersson et al. (2016) provides evidence suggesting
that the elicitation of risk preferences interferes with the propensity to make errors, which is itself related
to cognitive abilities.

44This mechanism could rationalize the observations in Andersson et al. (2016).
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ture research is to provide an in-depth theoretical framework to study consistency in such

binary choice experiments and extend our attempt to measure severity in that context.

A more systematic theoretical analysis of the relationship between measures of GARP

consistency and measures of error in the random utility model would be also valuable in

that context.
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Appendix

Appendix A1. Example of direct violation in a triplet of trials of treatment S

-

6

t
a12

tc′12

t b12
t a′12

t
c12
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q10

Figure 10: Trials (a12 vs. a′12), (b12 vs. b′12), (c12 vs. c′12)

In the example of Figure 10, no pair of trials satisfies condition (i) of Definition 1, so

there cannot be a direct violation between any pair of trials. Suppose now that a12 is

chosen over a′12, b12 is chosen over b′12 and c12 is chosen over c′12. Since qa
′
x > qbx for all x

and qb
′
x > qcx for all x, we have a12 � a′12 � b12 � b′12 � c12. Since qc

′
x > qax for all x, we

have c12 � c′12 � a12. This forms a contradiction to the maximization of monotonic and

transitive preferences.

Notice that the key reason we have a direct violation between triplets of trials but not

between any pair of trials is that qb
′

2 < qa2 and qa
′

2 < qc2. This issue would not arise if,

instead of a discrete number of alternatives we were to offer subjects the entire budget set

(see Banerjee and Murphy, 2006).

Appendix A2. List of all food items (with portions) used in the experiment

Almond (2); Barbecue popped potato chip (1); Cashew (2); Cheddar cracker (2); Mini

cheese sandwich cracker (1); Citrus gum drop (2); Roasted gorgonzola cracker (2); Gummy

bears (2); Popcorn (2); M&M (2); Dark chocolate peanut butter cup (1); Mini chocolate-

covered pretzel (1); Mini Oreo (1); Onion-flavored corn snack, “Funyuns” (1); Peanut (3);

Pistachio (2); Potato chip (1); Mini pretzel (1); Pretzel nugget (2); Sweet potato chip (1);

Yogurt-covered raisin (1);

Appendix A3. Individual analysis

The aggregate results suggest that complexity affects the ability to make consistent choices

differentially across individuals. Effects are stronger among OA and may be attributable
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to declines in working memory. Yet, behavior is heterogeneous even in the OA group

indicating that aging is either not affecting all subjects similarly or that some subjects are

capable of developing strategies to remain consistent.

A3.1. A random utility model (RUM)

In order to better understand individual differences, we estimate a random utility model

(RUM) for each subject in each treatment. Specifically, in treatment S, each subject i

in each trial o chooses between a bundle on the left (l) of the screen, denoted by BUl,

and a bundle on the right (r) of the screen, denoted by BUr. A decision is obtained by

comparing the utility derived from each option. We assume that utility depends linearly

on the observable quantities of the goods 1 and 2, as well as on a stochastic unobserved

error component εki , k = l, r. Formally:

uio(BUl) = βi1q
l
1o + βi2q

l
2o + εli and uio(BUr) = βi1q

r
1o + βi2q

r
2o + εri

where qkjo is the quantity of good j = {1, 2} in bundle k = {l, r} of trial o. The probability

of individual i choosing option BUl in trial o is therefore:

P lio = Pr
[
βi1q

l
1o + βi2q

l
2o + εli > βi1q

r
1o + βi2q

r
2o + εri

]
= Pr

[
εri − εli < βi1(q

l
1o − qr1o) + βi2(q

l
2o − qr2o)

]
and P rio = 1 − P lio. We assume that error terms are i.i.d. and follow an extreme value

distribution: the cumulative distribution function of the error term is Fi(ε
k
i ) = exp(−e−εki ).

Therefore, the probability that subject i chooses option BUl is the logistic function:

P lio(q
l
1o − qr1o, ql2o − qr2o) =

1

1 + e
−
(
βi1(ql1o−qr1o)+βi2(ql2o−qr2o)

) .
For each individual i the parameters to estimate are βi1 and βi2, which we achieve by

maximum likelihood.45

A similar model is estimated in treatment C. The bundle on the left is made of goods

s and w while the bundle on the right is made of goods p and s. The utilities are now:

uio(BUl) = βisq
l
so + βiwq

l
wo + εli and uio(BUr) = βipq

r
po + βisq

r
so + εri

45We obtain O observations. The log-likelihood is therefore:

logLi =

O∑
o=1

log
[
P l
io(ql1o − qr1o, q

l
2o − qr2o)1l + [1− P l

io(ql1o − qr1o, q
l
2o − qr2o)][1− 1l]

]
where 1l = 1 if BUl is chosen and 1l = 0 if BUr is chosen.
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and the probability that subject i chooses option BUl is the logistic function:46

P lio(q
l
wo, q

l
so − qrso, qrpo) =

1

1 + e
−
(
βiwqlwo+βis(q

l
so−qrso)−βipqrpo

) .
We estimate the parameters for each individual in each treatment. We then predict the

choice in each trial given the estimated parameters and we count the number of misclassi-

fied trials. Importantly, we find that misclassification rates in each treatment are strongly

correlated with the number of violations (Pearson coefficient = .77 in treatment S and .77

in treatment C). This suggests that the classification level of RUM is a reliable proxy for

GARP consistency: subjects who are not well predicted by the model are inconsistent.

Finally, notice that RUM presupposes more errors when the difference in utility between

the two bundles is small, which means that it is also related to severity of violations.47 It

is therefore natural that we also find a significant correlation between severity of violations

and misclassification rates (Pearson coefficient = .52 in treatment S and .32 in treatment

C).

A3.2. Clustering

We then use RUM misclassification data to group individuals with the objective of finding

common patterns of behavior. For each individual, we compute the percentage of misclas-

sified trials given the maximum likelihood estimation of the RUM model in treatments

S and C, respectively. Contrary to violation counts, these two percentages are compa-

rable between treatments. They provide two interpretable measures related to, but not

based on, violations that we can use to cluster our subjects. We consider a model-based

clustering method to identify the clusters present in our population. We retain two mea-

sures: the % of RUM misclassifications in S, and the difference between the % of RUM

misclassifications in C and the % of RUM misclassifications in S. We opt for this second

measure (rather than simply % of RUM misclassifications in C) because of the impor-

tance of understanding the treatment effect between simple and complex choices. A wide

46The log-likelihood is now:

logLi =
O∑

o=1

log
[
P l
io(qlwo, q

l
so − qrso, q

r
po)1l + [1− P l

io(qlwo, q
l
so − qrso, q

r
po)][1− 1l]

]
47To check the specification of the model, we ran a Probit regression of the probability of correct

classification as a function of the absolute utility difference |BUr − BUl|. As predicted by RUM, most
subjects have positive coefficients (better classification when utility differences are large). Also, subjects
with negative coefficients are those with highest number of violations, that is, those for which RUM is
not well specified. Finally, as another robustness check, we correlated RUM misclassifications with GARP
violations DC and IC separately, and obtained the same results.
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array of heuristic clustering methods are commonly used, however they usually require

the number of clusters and the clustering criterion to be set ex-ante rather than endoge-

nously optimized. Mixture models, on the other hand, treat each cluster as a component

probability distribution. Thus, the choice between numbers of clusters and models can be

made using Bayesian statistical methods (Fraley and Raftery, 2002). We implement our

model-based clustering analysis with the Mclust package in R (Fraley and Raftery, 2006).

We consider ten different models with a maximum of nine clusters each, and determine

the combination that yields the maximum Bayesian Information Criterion (BIC). For our

data, the ellipsoidal, equal shape model that endogenously yields three clusters maximizes

the BIC.

Table 5 provides summary statistics of the three clusters. The first two rows display

the average percentage of RUM misclassifications in S and C by subjects in each cluster,

the variables used for the clustering. The next two rows present the composition of YA

and OA in each cluster. The last five rows summarize the average performance within each

cluster in the consistency task (GARP violations) and the tests (WM and IQ). Clusters

are ordered from smallest to largest in the percentage of misclassified observations.

Cluster 1 Cluster 2 Cluster 3

% RUM misclassifications in S 3.2 (0.6) 16.2 (0.5) 36.5 (5.0)
% RUM misclassifications in C 12.7 (1.4) 17.0 (1.2) 40.4 (5.3)

Number of YA 13 30 7
Number of OA 20 15 10

Number of violations in S 1.3 (0.6) 3.6 (1.6) 48.1 (9.6)
Number of violations in C 29.6 (9.7) 18.1 (6.3) 189.2 (47.0)
Number of violations in A 1.6 (0.4) 0.9 (0.3) 4.7 (1.0)
Working Memory test 173.3 (5.1) 187.0 (4.2) 169.8 (8.3)
IQ test 9.8 (0.4) 10.2 (0.4) 9.2 (0.8)

standard errors in parentheses

Table 5: Summary statistics by cluster.

Cluster 1 is characterized by almost no misclassification in S and few in C. Cluster

2 also exhibits limited misclassifications in both S and C (although more than cluster

1). Cluster 3 has substantial misclassifications in both treatments. The first surprising

finding is the allocation of OA and YA across clusters. Given our previous results, one

would expect more YA in cluster 1 and more OA in cluster 2. We find the reverse. Cluster

3 is a mix of subjects.

When we consider performance in the choice tasks and tests, we notice that cluster
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3 stands out as a group of inconsistent subjects exhibiting a large number of GARP

violations and low performance in WM and IQ tests. These subjects also fail our trivial

trials much more frequently than the rest of the subjects. Not surprisingly, the vast

majority of minimizers (6 in treatment S and 5 in treatment C) belong to this cluster.

Clusters 1 and 2 are composed of relatively consistent subjects and differ mostly in

the way their behavior compares between treatments. In treatment S, subjects in cluster

1 are very well-classified and have almost no violations while subjects in cluster 2 are

slightly more inconsistent. In treatment C, subjects in cluster 1 decrease significantly in

their performance while subjects in cluster 2 remain more consistent. Overall, cluster 2

is a group of “consistently consistent” subjects. By contrast, subjects in cluster 1 are

remarkably consistent in S but significantly less in C.

Figure 11 provides two different representations of the three clusters. In the left graph,

clusters 1, 2, and 3 are displayed according to the % of RUM misclassifications in treat-

ments S and C (rows 1 and 2 in Table 5).48 In the right graph, these same subjects and

clusters are represented based on a log transformation of the average number of violations

in treatments S and C (rows 5 and 6 in Table 5).

Figure 11: Cluster representation. Misclassified trials (left) and number of violations
(right) in treatments S and C.

Clusters are clearly differentiated in the left graph. This is is not surprising since the

variables are, up to a transformation, the ones used for grouping the individuals. The

figure highlights the differences across clusters emphasized above: small percentage of

48Recall that the exact variables used to group the individuals are % of RUM misclassifications in S
and difference between the % of RUM misclassifications in C and S. Our display helps visual clarity (both
measures are between 0 and 100) while keeping the essence of the clustering.
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RUM misclassifications in both treatments for cluster 1, slightly larger in S for cluster 2,

and a substantial fraction of misclassifications for cluster 3 in both treatments.

More interestingly, the right graph also shows clear differences across clusters. Cluster

1 has (with a few exceptions) almost no violations in S and some in C, cluster 2 has a

more even distribution of violations between S and C than cluster 1, and cluster 3 is,

again, an outlier in both types of violations. This reasonable mapping is quite remarkable

given that subjects are not clustered on the basis of that variable. It suggests a tight

relationship between classification by RUM and GARP violations. It also suggests that

the transition from the simple to the complex situation is more difficult for individuals in

cluster 1 than for those in cluster 2. We investigate this issue in more detail in the next

section.

Finally, we find that subjects in cluster 1 have significantly worse working memory

scores than subjects in cluster 2 (p-value = .040); they also have lower IQ scores but the

difference is not statistically significant. This suggests a relationship between working

memory and the ability to remain consistent as the complexity of the task increases.

A3.3. Simple choice rules

The extreme degree of consistency and lack of misclassifications by cluster 1 subjects

in treatment S (26 subjects out of 33 have zero violations), together with the fact that

many of them are in the OA population and perform significantly worse in C is somewhat

puzzling. Examining the value estimates of the RUM model (the βij-coefficients) in more

detail, we find that for some subjects one value estimate in S and two value estimates

in C are close to 0. These are subjects whose behavior is consistent with maximizing

the quantity of their most preferred item. For some other subjects, the value estimates

of all goods are almost identical to each other. These are subjects for whom goods are

perfect substitutes, so that their behavior is consistent with maximizing the total quantity

in the bundle. These two choice strategies are clearly consistent with the maximization

of monotonic and transitive preferences, resulting in high degrees of consistency. At the

same time, subjects with these types of preferences do not need to perform sophisticated

mental trade-offs between items and, instead, can use simple choice rules. We therefore

hypothesize that having these specific preferences may potentially explain why cluster 1

exhibits such an extremely high level of consistency in treatment S.

With this idea in mind, we construct two simple choice rules for subjects in clusters 1

and 2: H (for highest), where the subject maximizes the quantity of one of the items in

the bundle (presumably, the one with highest value) and T (for total) where the subject

maximizes the total quantity in the bundle (presumably because goods are perfect substi-

tutes). We assign type H (T ) to a subject if (i) the rule H (T ) generates the same or fewer
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number of misclassifications as RUM and (ii) this number is smaller than 3 in treatment

S and smaller than 10 in treatment C. These arbitrary thresholds are simply meant to

reflect the nature of a quick and simple choice rule that can be implemented with “few”

errors. Otherwise, we assign type O to the subject (for other). In other words, we assume

that the 33 subjects in cluster 1 and 45 subjects in cluster 2 maximize a well defined utility

function, linear in the goods present in the bundle, but that they make some errors. As we

know from sections A3.1 and A3.2, this is a reasonable description of behavior by subjects

in those clusters. We then divide the sample into three types, depending on whether the

optimal choice given their preferences can be implemented with a simple rule (types H and

T ) or not (type O). Table 6 summarizes the number of subjects of each type by cluster.

We also add in parentheses the average number of violations for type O subjects (since

violations are typically very small for types H and T , the numbers are omitted).

Cluster 1 Cluster 2
H T O H T O

Treatment S 27 5 1 (0) 1 10 34 (3.9)
Treatment C 10 4 19 (46.7) 7 3 35 (21.4)

Table 6: Types of preferences by subjects in clusters 1 and 2

All but one subjects in cluster 1 have preferences consistent with a simple rule in

treatment S, mostly H . More than half of these subjects change their strategy in treatment

C and are there best classified as type O. By contrast, only one-quarter of subjects in

cluster 2 have a preference consistent with a simple rule and there is no treatment effect.

It is remarkable to see such sharp differences across clusters of choices consistent with

simple rules, even though subjects are not grouped based on that dimension.

Our conjecture is that simple rules are more natural in treatment S, where the same

goods are offered in both bundles: if one good is strongly preferred, the subject can

lexicographically settle for it (type H ); if both goods are of similar value, the subject can

focus on total quantities (type T ). In treatment C, subjects are forced to compare “apples

to oranges” so simple rules are less intuitive to implement.49 Subject are more likely to

explicitly trade-off the different alternatives, which explains why more of them are better

classified as type O. Finally, since trade-offs are difficult, type O subjects have significantly

more violations than either type H or T subjects.

A3.4. Summary

49Interestingly, the majority of subjects make significantly more violations when one specific item is
common, which suggests that trade-offs are more or less difficult depending on the composition of bundles.
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Overall, the individual analysis reveals interesting insights regarding the preferences and

strategies of our subjects. First, a structural model (RUM) – where utility depends linearly

on the quantities of goods in each bundle and the subject chooses the bundle that yields

the highest utility – provides a good fit for a majority of subjects, but by no means for

all of them. Second, a cluster analysis based on RUM misclassifications suggests three

distinct groups. The RUM provides a reasonably good fit for two groups of subjects

(clusters 1 and 2) and a poor fit for the last one (cluster 3). Third and as expected, RUM

misclassifications are correlated with GARP violations. Subjects in cluster 3 perform

badly in both treatments of the consistency task, whereas subjects in clusters 1 and 2

perform reasonably well. Surprisingly, however, cluster 1 (the group with the fewest

RUM misclassifications) has more violations in treatment C than does cluster 2. The

composition is also different: two-thirds of subjects in cluster 1 are OA whereas two-thirds

of subjects in cluster 2 are YA. Fourth, an analysis of simple rules of behavior consistent

with utility maximization sheds light on the differences in age composition and consistency

across tasks between clusters 1 and 2. Cluster 1 is mostly composed of OA who use a simple

rule in treatment S (maximize the amount of the preferred good), resulting in extremely

consistent behavior. Their consistency decreases substantially in treatment C, possibly

due to the difficulty of implementing a simple rule when the bundles contain different

goods. By contrast, cluster 2 is mostly composed of YA who use simple rules significantly

less often but perform better value-quantity tradeoffs. These subjects make slightly more

consistency mistakes in S but less in C. Finally, a conjecture consistent with the results

presented here is that some subjects who are aware of their compromised working memory

and fluid intelligence (mostly OA) resort to simple choice rules. Such strategies can be

applied in the simple treatment but not in the complex one. This explanation is reasonable

and appealing, however it requires the supporting evidence of new experiments.
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Instructions 

 

PART 1 - Prep and Introduction (10-15 minutes): 

 

EXP 1 and EXP 2: Prepare computers, label seats, and have ready a list of confirmed subjects. 

Have ready consent forms with Items Sheet attached to front. Place a pen at each table. Lay out 

one serving of each type of food on the counter in the waiting area. The food items should be 

labeled both by their name and by the image that will represent them during the experiment.  

 

EXP 1: Call in subjects one at a time and check their IDs. 

 

EXP 1: "Hello and welcome. Before we start we need to ask you when your last meal was. When 

did you last eat or drink something besides water?" 

 

EXP 1: Wait for response. If last meal was less than three hours ago, thank them for coming and 

explain that they cannot participate due to their noncompliance to pre-experiment instructions. If 

last meal was at least three hours ago, proceed. 

 

EXP 1: "Today, you will be making choices between bundles of different foods. We want to 

make sure you like the food items between which you are deciding. Please take some time to look 

at the different items laid out here and think of which five you like the most. Keep in mind that 

you may be consuming some of these foods together in different amounts. The images you see 

above each food will be the ones you see during the experiment. This is NOT part of the 

experiment -- please pick the food items that you are most interested in eating." 

 

EXP 1: Give subject a few minutes to survey the foods. 

 

EXP 1: "Have you chosen your five items?" 

 

EXP 1: In the case that they have not chosen their items, wait another couple of minutes. 

Otherwise, continue. 

 

EXP 1: "Please let me know which items you have chosen. Would you enjoy eating any 

combination of these items? Again, this is NOT part of the experiment but you may be 

consuming some of these foods together so we want to be sure that you like them." 

 

EXP 1: After ensuring their choices are indeed desirable in combination with one another, write 

item names on subject's Items Sheet.  

 

EXP 1: "Attached to this sheet is a consent form. As you wait for the experiment to begin, please 

read the form and sign the last page to consent." 

 

EXP 1: Direct subject to their seat.  

 

EXP 1: Repeat above steps until all subjects have been seated. 

 

EXP 2: Modify subject's MATLAB code to ensure only chosen items will be displayed during the 

experiment. 

 

EXP 2: "Please make sure your phone is off or on silent mode and do not touch anything as you 

wait for further instructions." 



  

After all subjects have been seated and their MATLAB code modified... 

 

EXP 1: "Dear participants: hello and thank you for coming to this experiment. Today, you will be 

making choices between bundles of different food items that you like. After you have made your 

choices, you will complete two short tests and a questionnaire. You will receive food at the end, 

based on your responses during the experiment. More specifically, one of the choices you make 

during the experiment will be randomly selected, and, at the end you will receive the amount of 

food represented in that choice. So, make every choice today as if it were the ONLY choice you 

were making. For example, if your choice of "three chips and two cookies" is randomly selected, 

at the end of the experiment this is exactly what you will be receiving -- and, eating.  You will be 

given fifteen minutes after the experiment to eat what you receive. You are asked to stay in the 

waiting area for the whole fifteen minutes. During that time you will have to consume your food 

items and nothing else. Water will be provided upon request. After that, you will be paid $20 in 

cash for your participation. You may leave at any time during the experiment, but if you leave 

before the end, you will not receive the full compensation.   

 

Before each part of the experiment, I will be giving you brief instructions. You can ask questions 

during these times. " 

 

 

PART 2 - GARP Task (15-20 minutes): 

EXP 1: "Now, you will be choosing between different combinations of food items displayed on 

your computer." 

 

EXP 1: Show sample screenshot. 

 

EXP 1: "Here is a sample of what your screen may look like. This is a screenshot for someone 

that had chosen - say what the items are - in the beginning. The only foods you will see on your 

screen are the ones you chose in the beginning. Similar to here, you will always have a choice 

between two combinations: one shown on the right side of the screen, and one shown on the left. 

If you like the combination shown on the right side more, tap the right side of the computer. If 

you like the combination on the left side of the screen more, tap the left side. You cannot tap both 

sides at once. Remember to make every choice as if it were the ONLY one that counted because 

you will be receiving exactly one of your choices at the end. For example, if I were to tap the left 

side, there is a chance that I will receive and eat  - say what the foods and quantities of each food 

are - at the end. 

 

The experiment is broken down into four parts. You will be making about 35 such choices in each 

part. When you are done with each part, a screen that reads 'Break' will appear. Please do not 

touch your screen at that time, but wait for instructions from me to proceed. We will always wait 

for everyone to finish a part before moving on. 

 

Raise your hand if you have any questions now." 

 

EXP 1: Look around for raised hands and answer any questions that may arise. 

 

EXP 1: "Let us proceed with Part 1 of the experiment. Remember, when you are done with this 

part, a screen that reads 'Break' will appear. Do not press anything but wait for further instruction 

from me at that point. Remember to make every choice as if it were the ONLY one that counted 



because you will be receiving exactly one of your choices at the end. Tap the screen to begin the 

experiment." 

 

EXP 1: Wait until everyone has completed Part 1. Wait 30 seconds after the last person has 

finished. 

 

EXP 1: "Now we will move on to Part 2. As before, tap the side of the screen displaying the 

combination you like more. When you are done with this part, a screen that reads 'Break' will 

appear. Do not press anything but wait for further instruction from me at that point. Remember to 

make every choice as if it were the ONLY one that counted because you will be receiving exactly 

one of your choices at the end. Tap the screen to begin."  

 

EXP 1: Wait until everyone has completed Part 2. Wait 30 seconds after the last person has 

finished. 

 

EXP 1: "Now we will move on to Part 3. As before, tap the side of the screen displaying the 

combination you like more. When you are done with this part, a screen that reads 'Break' will 

appear. Do not press anything but wait for further instruction from me at that point.  Remember to 

make every choice as if it were the ONLY one that counted because you will be receiving exactly 

one of your choices at the end. Tap the screen to begin." 

 

EXP 1: Wait until everyone has completed Part 3. Wait 30 seconds after the last person has 

finished. 

 

EXP 1: "Now we will move on to Part 4. As before, tap the side of the screen displaying the 

combination you like more. When you are done with this part, a screen that reads 'Break' will 

appear. Do not press anything but wait for further instruction from me at that point. Remember to 

make every choice as if it were the ONLY one that counted because you will be receiving exactly 

one of your choices at the end. Tap the screen to begin." 

 

EXP 1: Wait until everyone has completed Part 4. 

 

 

PART 3 - Working Memory Test (10-15 minutes):  
EXP 1: "You are done with the decision-making portion of the experiment. We will now begin 

the first test. This test is designed to measure your short-term memory abilities." 

 

EXP 1: Show a sample image of the 10-by-10 matrix they will be seeing during the experiment.  

 

EXP 1: "During the test you will see a 10-by-10 checkerboard as shown here. Solid black dots 

will appear, and quickly thereafter, disappear, in some of the spaces. You will see anywhere 

between two to six black dots appear and disappear in succession. After a short time, the entire 

checkerboard will disappear, and in its place, an empty checkerboard will appear. You are to tap 

the spaces of the empty checkerboard where you remember the dots to have been. In this test, it is 

not important that you accurately recall the positions of the dots; it is more important that you 

remember the relative positions of the dots. For example, if three dots appeared, one in the top 

center, one on the bottom right, and one on the bottom left, it would be more beneficial to recall 

the triangular pattern and recreate it to the best of your abilities, than to accurately remember the 

position of one of the dots of that triangle. Also, you do not need to remember the order in which 

the dots appeared - you can tap the spaces of the empty checkerboard in whatever order you like. 



If you would like to undo a selection, you can tap the dot to erase it. You will first do two practice 

trials and then the test will begin.   

 

Are there any questions? 

 

Let us begin the practice trials. Please tap the screen to begin." 

 

EXP 1: Wait for all subjects to complete practice trials. 

 

EXP 1: "Are there any questions about this test?" 

 

EXP 1: Look around for raised hands and answer any questions that may arise. 

 

EXP 1: "You may begin now." 

 

EXP 2: Once all subjects have completed the test, collect tablets from subjects and begin 

preparing their rewards. 

 

 

PART 4 - IQ Test (15-20 minutes):  
 

EXP 1: "This next part is a test of perception and clear thinking.  We will first do two practice 

problems to familiarize you with the format of the test and method of thought required. 

 

The top part of the first sample problem is a pattern with a bit cut out of it. Look at the pattern, 

think what the piece needed to complete the pattern correctly both along and down must be like. 

Then find the right piece out of the eight bits shown below.   

 

Only one of these pieces is perfectly correct. No. 2 completes the pattern correctly going 

downwards, but is wrong going the other way. No. 1 is correct going along, but is wrong going 

downward.  

 

Think about which piece is correct both ways.  

 

No. 4 is the right bit, isn't it? So the answer is No. 4, and you select No. 4." 

 

EXP 1: Check that everyone has selected "4" for the first sample problem.  

 

EXP 1: "Now turn to the next page and do the second sample problem by yourselves." 

 

EXP 1: Allow 20 seconds.  

 

EXP 1: "The answer is No. 8. See that you have selected No. 8. Have you all done that?" 

 

EXP 1: Check that everyone has selected No. 8. 

 

EXP 1: "Is everyone clear about what it is you are to do on this test?" 

 

EXP 1: Answer any questions that subjects may have. 

 



EXP 1:  "You can have as much time as you like for the rest of the test. You will find that the 

problems soon get difficult. Whether the problems are easy or difficult, you will notice that to 

solve them you have to use the same method all the time. Keep in mind, it is accurate work that 

counts. Attempt each problem in turn. Do your best to find the correct piece to complete it before 

going on the next problem. If you get stuck, you can move on and come back to the problem later. 

But remember, in every case, the next problem is harder and it will take you longer to check your 

answers carefully. When you get to the end of the test, please wait for further instructions. 

 

Are there any questions?" 

 

EXP 1: Pause briefly. Check that everyone is ready to start. 

 

EXP 1: "You may begin now." 

 

EXP 1: Wait for all subjects to complete test. 

 

 

PART 5 - Demographic Questionnaire (10-15 minutes):  
EXP 1: "You will now complete a brief questionnaire, which begins on the following page. After 

you have completed the questionnaire please remain in your seat. Are there any questions?" 

 

EXP 1: Look around for raised hands and answer any questions that may arise. 

 

After subjects have completed questionnaire... 

 

EXP 1: " The computer has randomly selected one of the bundles you chose today. The other 

experimenter will now call you one-by-one by your subject ID number. They will hand you your 

randomly-selected food items. As stated earlier, you will be receiving portions that correspond 

exactly with one of your choices during the experiment.  

 

Once you have received your items, please remain in the waiting area. You may begin to 

consume your food once received, however you are required to stay in the waiting area for fifteen 

minutes after the last subject arrives there. Raise your hand if you have any questions now." 

 

EXP 1: Look around for raised hands and answer any questions that may arise. 

 

 

PART 6 - Consumption (15 minutes): 

EXP 2: Call the first subject to the waiting area using subjects' number. Give the subject their 

food items and call the next subject. Repeat until all subjects have received their bundles. 

 

EXP 2: "You now have fifteen minutes to eat the items you received. You are asked to stay in this 

room for the whole fifteen minutes. After that period we will pay you the $20 participation fee 

and you will be free to leave." 

 

EXP 2: After fifteen minutes, call each subject one-by-one using subject ID numbers and pay 

subjects their participation fee. Have subjects sign receipt upon receiving their compensation. 

Thank them and let them know they are free to leave.  

 


